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Abstract  

MicroRNAs (miRNA) have been proven to serve as 
important post-transcription regulators in gene 
expression. To understand the function of miRNAs, 
it is necessary to figure out the target gene of 
miRNAs. Here we developed a novel miRNA target 
predictor, miRPredictor, which is based on support 
vector machine (SVM) combining with feature 
selection procedure. We considered different types 
of features including the flanking sequences of the 
potential targets and pattern information. The 
features selected were also analyzed to dig out the 
intrinsic mechanism of miRNA-target interaction. 
miRPredictor is available at http://bis.zju.edu.cn/ 
mirpredictor/. 
 
Keywords: miRPredictor, miRNA target, SVM, 
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1. Introduction 

MicroRNAs are small non-coding RNAs with 
approximate length of 22nt. They bind to 
complementary region of mRNA to repress mRNA 
translation or mediate degradation of mRNA [1-3]. 
Thus, they serve as very important post-
transcription regulators in gene expression, playing 
important roles in many cell processes such as 
development and cell division [4,5].  

The choice between translation repression and 
mRNA destabilization is thought to depend on the 
degree of complementarity between miRNA and its 
target mRNA [6]. miRNAs behave differently 
between plants and animals. They tend to show 
nearly perfect complementarity to their targets in 
plants, while usually having mismatches, gaps or 
G:U wobble pairs in animals. Nevertheless, no 
matter in plants or animal, the complementarity and 
thermodynamic stability between miRNA and its 
target mRNA, especially the 5’ parts of miRNAs, are 
thought to be important in the recognition process. 

To date, more than 8000 miRNAs in different 
species have been discovered and stored in the 
miRBase database [7-9], with new miRNAs still 

being found rapidly. Several experimental 
approaches, including miRNA microarray, miRNA 
target site mutation and miRNA gene silence with 
LNA (Locked Nucleic Acid), have been developed 
for study of relationships between miRNAs and their 
regulatory targets [10-14]. By now, thousands of 
those relationships have been demonstrated, some 
of which collected by the database miRecords [15]. 
However, the experimental identification processes 
are time-consuming and labor intensive. Given this 
difficulty, it is necessary to develop computational 
approach for accurate prediction of miRNA-target 
relationships. 

Based on different rules of the binding between 
miRNAs and their corresponding target mRNA, 
computational methods have been developed and 
widely used in the miRNA studies [16]. One of the 
most typical types of methods, e.g. miRanda [17], 
TargetScan [18,19] and PicTar [20], predicts the 
binding sites of appointed miRNA mainly base on 
the complementarity between the 5’ terminal of 
miRNA and mRNA. Another type of methods, e.g. 
DIANA-microT [21] and RNAHybrid [22], uses a 
different strategy, seeking the most stable miRNA-
mRNA heteroduplex structures. Some other 
approaches like Rna [22,23] use a pattern-based 
workflow which is different from others. Most of 
methods above also take evolutional conservation 
into consideration, focusing on the more conserved 
sites in mRNAs. This feature can be a double edged 
sword, reducing the rate of false positive while on 
the other hand limiting the results. 

As described above, conservation analysis is 
involved in most miRNA target predictors. It 
indicates that many features and mechanisms of the 
interaction between miRNA and mRNA were not 
considered in the previous studies. In recent 
researches, besides the directly interacting sites in 
mRNA, their flanking sequences and some other 
characteristics are also related to the miRNA 
regulatory process, which are rarely considered in 
the previous methods [24,25]. 
Machine learning and data mining methods have 
been widely used in the computational biology and 
bioinformatics area. MiTarget is the first famous 
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miRNA target prediction method based on machine 
learning approach [26]. It extracts features from 
miRNA-target pairs and classifies them to the 
regulatory or non-regulatory group by a trained SVM 
classifier. MirTarget2 [27] is another SVM-based 
miRNA-target predictor, considering different 
features from miTarget. Both the study declared 
acceptable results of prediction. It indicates that 
SVM is an effective tool in the miRNA target 
prediction. 

Here, we present a novel method for miRNA 
target prediction based on SVM. Besides features in 
miTarget, additional features describing interactions 
between miRNAs and their target sites in mRNA are 
also involved. Feature selection was used for 
predictor optimization, and features in the optimized 
feature set were also analyzed. Our predictor, 
miRPredictor, finally obtains an overall correct rate 
of 85.81% in the 10-fold cross validation, which is 
better than both TargetScan and the predictor 
based on only features involved in miTarget 

2. Materials and Methods 

Dataset 

In our study, data was extracted from the database 
miRecords

15
, which is a database of experimental 

identified interactions between miRNAs and mRNAs. 
The first version of both human and Drosophila 
melanogaster in miRecords were used, the total 
number of which is 121 and 1311, respectively. 
After excluding those redundant and incomplete 
examples, we eventually obtained 278 validated 
miRNA-target pairs, including 83 ones of D. 
melanogaster and 195 ones of human. They were 
used as positive samples in this study. 

To gain the negative samples, data were 
extracted from literature listed by miRecords 
manually. MiRNA-target site pairs which were wet-
experimental proved to be non-regulatory were 
firstly collected. To get more negative samples in 
order to improve specificity, we inferred more 
negative samples by considering interaction 
between miRNA and mRNA after site mutation. 
Consequently, we got a negative sample set with 
194 examples, including 30 ones of D. 
melanogaster and 164 ones of human. 

With all these samples, we constructed three 
datasets for our research: complete dataset with all 
samples we have, fruit fly dataset with the 113 
samples from D. melanogaster, and human dataset 
with the 359 samples from human. 

Support Vector Machine (SVM) 

In our study, SVM [28,29] was used to classify a 
miRNA-target site candidate to a regulatory one or a 
non-regulatory one. SVM is one of the most popular 
machine learning approaches used in different fields 
including many biological researches. It constructs 
an optimized hyperplane in the feature space to 
maximize segregation between different types of 

samples, and predict a new sample’s type by 
mapping it to the feature space. To implement 
nonlinear classification, SVMs allow an implicit 
mapping of feature vectors into a high-dimensional, 
non-linear feature space, with the kernel function to 
calculate similarity between samples in acceptable 
time. This study used a radial basis function (RBF) 
as the kernel function: 

2( , ) exp( || || )i j i jk x x x x    

where xi, xj are the two feature vectors to be 
compare, and γ is the parameter determining the 
similarity level of features. 

The SVM package LIBSVM [30] was used here 
to construct our SVM predictor. It was developed by 
Chang et al. and widely used in many areas. The 
package can be downloaded from 
http://www.csie.ntu.edu.tw/~cjlin/libsvm/. 

Feature Vector Construction 

For SVM classifier, each sample should be 
represented by a feature vector, which covers all 
aspect of the interaction between miRNAs and 
mRNAs. In this study, features can be categorized 
into 6 groups: structural features, thermodynamic 
features, position-based features, compositive 
features, secondary-structure features and pattern-
based features. The first three elements are also 
considered by miTarget [26], while the rest are novel 
ones imported for the prediction. Figure 1 shows the 
composition of all features involved. 

Structural and thermodynamic features describe 
characteristics of the binding between miRNAs and 
their target sites. Structural features count the 
percentages of matches, mismatches, G:C matches, 
A:U matches, G:U wobble pairs and other 
mismatches from the five parts we considered, 
which consist of 5’ part (seed part), 3’ part of binding 
site alignment, the total alignment of binding site, 
the total alignment between miRNAs and 5’ flanking 
sequences of binding sites, and the total alignment 
between miRNAs and 3’ flanking sequences of 
binding sites. The former three parts of features are 
identical to what miTarget used, while the latter two 
are novel ones. Previous studies indicate the 
cooperation between miRNA binding sites adjacent 
to each other, and if any other possible binding site 
available in the flanking sequences, the tested 
binding site would be more likely to be a real one. 
Thermodynamic features are similar to structural 
ones, showing the free energy values of the five 
alignment structures as described above. Both 
structural and thermodynamic features are 
calculated by RNAduplex, one of the programs 
provided by Vienna RNA Package. 

Position-based features are firstly introduced by 
miTarget, imitating the shape and mechanism of the 
seed pairing. It focuses on the matching situation at 
each specific position of miRNAs. Each position is 
represented by a vector with three dimensions, 
indicating A:U match, C:G match and G:U wobble 
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pair, respectively. If this position is an A:U match, 
we could translate it into “1,0,0”, while C:G match, 
G:U wobble pair could be similarly coded into 
“0,1,0” and “0,0,1”, and “0,0,0” means mismatch. 
The first 20 nt of the appointed miRNA would be 
considered, so 60 features would be generated. 

Previous studies show that the binding sites of 
miRNAs have some specific nucleotide composition 
[24,25], which cannot be clearly explained by known 
mechanisms. In other researches about nucleic acid, 
the nucleotide composition is also widely used [31]. 
In our study, we considered content of each 
nucleotide in the five parts of miRNA binding sites 
with the same way as the structural and 
thermodynamic features. 

To regulate the target gene, the miRNA-binding 
site secondary structure is thought to play an 
important role, and should be thermodynamic stable 
enough [32]. Many classical miRNA target 
predictors such as RNAHybrid [22] come to their 
conclusions mainly based on the thermodynamic 
analysis of the miRNA-mRNA secondary structures. 
In our study, the candidate miRNA binding sites with 
their 100 nt length of flanking sequence on both 
sides are treated as a whole. Before miRNAs 
attached, he binding site together with its flanking 
components formed its own secondary structure, 
which was predicted by RNAcofold in Vienna RNA 
Package [33,34]. We counted the percentages of 
matches, mismatches, A:U matches, C:G mataches, 
G:U wobble pairs and other mismatches as parts of 
secondary structure features. We also calculated 
the free energy of the secondary structures before 
and after miRNAs’ binding by applying RNAcofold. 
The change of free energy in the binding process is 
also involved. Eventually, we obtained the 6+3=9 
secondary structure features. 

In several previous studies of miRNA target 
prediction, motifs are extracted from the sequences 
and considered as a series of important features 
[27,35]. Most of them count “words” in the binding 
site. It is simple, but these “words” rarely contain 
significant biological meanings. Rna22 [23] is 
miRNA target predictor based on motif discovery. It 
used Teiresias Algorithm to discover variable-length 
motif in known miRNAs. In this study, we adopt the 
same method to get results. Using the web server of 
Teiresias Algorithm at http://cbcsrv.watson.ibm.com/ 
Tspd.html, we obtained 228941 motifs. These 
motifs comprise a minimum length of L=4, have at 
least 30% of their positions specified (W=12) and 
appear a minimum of K=2 times in the input. 
Because mRNAs are reverse complement to 
miRNAs, the motifs should also be reversed and 
complemented to generate target site motifs. Here 
we consider four parts of miRNA binding sites, 
including the direct binding sites, 5’ flanking 
sequences of the binding sites, 3’ flanking 
sequences of the binding sites, and binding sites 
together with its flanking sequences. For each part, 
the valid pattern value which would be defined later 

is calculated. Firstly, motifs which exist in the 
appointed miRNA are selected as valid patterns. 
The number of these patterns would be counted and 
added together. Secondly, target site motifs 
corresponding to the valid patterns in the miRNA 
binding site would also be counted. Suppose there 
are n valid patterns in miRNA, N corresponding 
target site motifs in target site, the valid pattern 
value of this part of target site can be obtained by 
n/N. 

Classifier Performance Evaluation 

Cross-validation test and independent dataset test 
are widely in different fields for testing prediction 
quality in statistical prediction. In our research, three 
different categories of predictors were constructed 
with the same feature set but different training set. 
All predictors have gone through 10-fold cross-
validation. For the ones based on the fruit fly dataset 
or human dataset, besides 10-fold cross-validation 
test, an independent dataset test using samples of 
the other species was also utilized. 

The results of tests can be described in different 
methods. Receiver operating characteristic (ROC) 
analysis, a plot of the true positive rate false positive 
rate, which is one of the most effective tools for 
evaluation, is also used to shows specificity-
sensitivity trade-off. Overall accurate rate is also 
calculated for comparison. 

Feature Selection 

Features with little distinction between different 
types of samples have negative effect to the 
performance of predictors 

36
. To improve the 

prediction results, feature selection should be used 
to obtain the optimal feature set. Moreover, by 
analyzing features in the optimal feature set, it is 
possible for us to interpret mechanism of miRNA-
mRNA binding better. 

In this study, eight feature evaluation algorithms 
provided by Weka3 [36] are used to rank each 
feature in the complete feature set based on the 
complete dataset: Chi-Square Attribute Evaluation, 
Filtered Attribute Evaluation, Gain Ratio Attribute 
Evaluation, Information Gain Attribute Evaluation, 
OneR Attribute Evaluation, RelieF Attribute 
Evaluation, SVM Attribute Evaluation, Symmetrical 
Uncertainty (SU) Attribute Evaluation. Each feature 
would get a rank in every evaluation, when a smaller 
rank carries more importance. Total rank is defined 
as the sum of all 8 ranks. The evaluation scheme of 
the total rank is the same as single ranks. 

With the ranked list of all features, the next step 
is to determine the size of the optimal feature set. It 
is a process similar to Incremental Feature Selection 
(IFS) [37,38]. By adding features with the order of 
the list one by one, we could obtain N feature set 
where N is the total number of features and here 
N=128, while the i-th feature set is:  

1 2{ , ,..., }(1 )i iS f f f i N     
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where fi is the i-th feature in the ordered feature list. 
Based on the complete dataset and the N feature 
set, N different SVM-based predictors were 
constructed. 10-fold cross-validation was used to 
test their performances. Soptimal = {f1,f2,…,fh}is 
regarded as the optimal feature set if the predictor 
based on it reaches the highest overall accurate 
rate in all predictors. 

Statistical evaluation of features 

To find out differences of features between positive 
and negative samples, Kolmogorov-Smirnov test (K-
S test) was used to test whether features in optimal 
feature set are different between positive and 
negative samples. K-S test is a form of minimum 
distance estimation used as a nonparametric test of 
equality of one-dimensional probability distributions 
used to compare a sample with a reference 
probability distribution (one-sample K–S test), or to 
compare two samples (two-sample K–S test). The 
null distribution of this statistic is calculated under 
the null hypothesis that the samples are drawn from 
the same distribution (in the two-sample case) or 
that the sample is drawn from the reference 
distribution (in the one-sample case). Here two-

sample case of K-S test was used. In this case, the 
K-S statistic is: 

' ',
sup | ( ) ( ) |nn n n

x

D F x F x  . 

The null hypothesis is rejected at level α if: 
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3. Results and Discussions 

Results of feature selection 

By integrating the eight feature evaluation 
algorithms in Weka3, we generated the feature rank 
list as supplemental material 1 shows. With this list, 
the IFS-like process was done and a curve could be 
drawn which the number of features as x-axis and 
the overall accurate rate of 10-fold cross-validation 
as y-axis (Figure 1). It is easy to find out the peak of 
curve with x-axis of 60, indicating the optimal feature 
set consists of the top 60 features in the ordered 
feature list. These features with annotation can be 
seen in Table 1. 

 

 
 

Figure 1. The IFS-like curve obtained for feature selection. The two lines show the peak of the curve with its overall 

accurate rate. 
 

Table 1. Annotations of top 60 features. 

RANK ATTRIBUTE TOTAL RANK ANNOTATION 

32 att_1 310 

Composition Features – Seed 
8 att_2 161 

3 att_3 72 

4 att_4 76 

48 att_5 429 

Composition Features – Not Seed 52 att_6 457 

47 att_7 420 

29 att_11 297 
Composition Features – BS 

54 att_12 459 



eeJJBBiioo  Electronic  Journal of Biology, 2012, Vol. 8(4):79-89 

ISSN 1860-3122 - 83 - 

36 att_14 323 

Composition Features – 5' Flanking 38 att_15 352 

57 att_16 488 

2 att_21 36 Thermodynamic Features – BS 

1 att_22 15 Thermodynamic Features – Seed 

17 att_23 204 Thermodynamic Features – Not Seed 

46 att_25 417 Thermodynamic Features – 5' Flanking 

34 att_26 317 

Structral Features – BS 

27 att_27 267 

56 att_28 474 

24 att_29 253 

14 att_30 191 

15 att_31 192 

16 att_32 198 

Structral Features – Seed 

20 att_33 211 

7 att_35 125 

13 att_36 177 

12 att_37 174 

42 att_40 392 

Structral Features – Not Seed 
43 att_41 396 

49 att_42 450 

50 att_43 451 

58 att_45 492 
Structral Features – 3' Flanking 

53 att_46 457 

40 att_50 369 
Structral Features – 5' Flanking 

51 att_51 455 

19 att_58 204 
Secondary Structure Features – Free energy 
difference 

9 att_65 166 
Position-based Features – P1 

60 att_66 500 

21 att_69 232 
Position-based Features – P2 

35 att_70 323 

10 att_71 170 

Position-based Features – P3 37 att_72 348 

23 att_73 247 

39 att_74 361 Position-based Features – P4 

28 att_78 271 Position-based Features – P5 

44 att_84 396 Position-based Features – P7 

45 att_90 413 Position-based Features – P9 

55 att_95 473 Position-based Features – P11 

33 att_98 313 
Position-based Features – P12 

25 att_99 256 

6 att_101 125 
Position-based Features – P13 

11 att_102 172 

41 att_112 374 Position-based Features – P16 

59 att_114 494 Position-based Features – P17 

26 att_116 265 
Position-based Features – P18 

30 att_117 300 

31 att_120 306 Position-based Features – P19 

5 att_126 108 Pattern Features – 5' Flanking 

22 att_127 240 Pattern Features – 3' Flanking 

18 att_128 204 Pattern Features – BS with Flanking 
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Results of statistical evaluation of features 

In our study, two different levels α was used: 0.01 
and 0.05. At the level α=0.05, 45 in total 60 features 
in the optimal feature set show significant 
differences between positive and negative samples, 

while at the level α=0.01, the number becomes 26 
(Table 2). At the level α=0.05, there are 23 features 
are larger in positive samples than that in negative 
ones, while the other 22 are just opposite. 

Table 2. significant differences between positive and negative samples. 

Positive < Negative 

α=0.05 
att_3, att_7, att_11, att_15, att_26, att_27, att_30, att_32, att_33, 
att_36, att_42, att_51, att_58, att_65, att_69, att_71, att_74, att_78, 
att_84, att_99, att_101, att_116, att_120 

α=0.01 
att_3, att_11, att_15, att_26, att_27, att_30, att_32, att_33, att_36, 
att_58, att_69, att_71, att_101, att_116 

Positive > Negative 

α=0.05 
att_2, att_4, att_6, att_12, att_14, att_21, att_22, att_23, att_25, 
att_29, att_31, att_35, att_37, att_41, att_72, att_90, att_98, 
att_102, att_117, att_126, att_127, att_128 

α=0.01 
att_4, att_21, att_22, att_23, att_29, att_31, att_35, att_37, att_102, 
att_126, att_127, att_128 

 

Performances of the SVM predictors 

After feature selection, we obtained the optimal 
feature set from the complete feature set. To 
compare with previous studies, features that also 
considered by miTarget are chosen to construct 
another feature set, miTarget feature set. Based on 
these 3 feature sets and the complete dataset, 3 
different SVM predictors were constructed. 10-fold 
cross-validation was used for testing. The overall 
accurate rates are 85.81%, 85.17% and 88.56% for 
the predictors based on the complete feature set, 
miTarget feature set and optimal feature set, 
respectively. 

ROC curves were also used to analyze their 
performances (Figure 2). For the predictor with 
complete feature set (red), it gave an AUC (area 
under curve) of 0.9277. For the one with miTarget 
feature set (blue), its AUC is 0.9161, a little lower 
than the first one. In contrast, the predictor with 
optimal feature set gave out an AUC of 0.9318, 
which is higher than the other two. The three curves 
are close to each other in the area of high false 
positive rate (low sensitivity). However, in the low-
false-positive-rate area (around 0.2), the predictor 
based on the optimal feature set get a obviously 
higher true positive rate than the other two. It 
indicates that the new features we introduced and 
the feature selection process are effective for 
improvement of predictor’s sensitivity and specificity. 

 
 

Figure 2. The ROC curves. The red curve shows the test result of predictor based on complete feature set, while the 

blue one shows the test result of predictor based on miTarget feature set, and the green one shows the result for the 
optimal feature set. The brown point shows the specificity an sensitivity of test result of TargetScan. 
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Comparison between cross-validation test and 
cross-species independent dataset test 

To study the different characteristics of miRNA-
mRNA interactions between different species, we 
constructed two predictors based on the optimal 
features set and the two species-specific dataset. 
Both 10-fold cross-validation tests and independent 
dataset test with the other species’ dataset were 
processed and then compared. Figure 3 and Figure 
4 show the ROC curves of testing with the training 

set of fruit fly dataset and human dataset, 
respectively. Obviously, for both predictors, 10-fold 
cross-validation test obtained a much better results. 
In fact, predictors based on the other two feature 
sets gave out an even larger difference. It indicates 
that there should be a large difference between fruit 
fly and human for features in optimal feature set, 
showing the large difference of miRNA-target 
recognition mechanisms between different species. 

 
Figure 3. The ROC curves of cross-validation test and cross-species independent dataset test for the predictor based on 

fruit fly dataset with optimal feature set. 
 
 

 
Figure 4. The ROC curves of cross-validation test and cross-species independent dataset test for the predictor based on 

human dataset with optimal feature set. 
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Comparison with TargetScan 

There are several miRNA target predictor 
developed before. Lewis et al. developed 
TargetScan [18,19] firstly for mammalian miRNA 
target, which have several versions for different 
species such as TargetScanHuman for human and 
TargetScanFly for fruit fly now. It depends on the 
seed complementary mechanism and conservation 
among different species. It has been widely used 
and accepted by experimental validation. To 
evaluate our predictor more impersonally, after 
excluding the samples generated from mutation and 
the ones do not exist in TargetScan database, all 
the remained samples were tested by 
TargetScanHuman and TargetScanFly according to 
the species, and compared to the results of our 
predictors. For the total 402 samples with 272 

positive and 130 negative ones, TargetScan 
correctly predicted 261 ones (Table 2), indicating 
the overall accurate rate of 64.93%, which is lower 
than the 10-fold cross-validation test of our predictor 
with the rate of 88.56%. The true positive rate of 
TargetScan is 0.5478, while the false positive rate is 
0.1385, which is denoted by the brown diamond in 
Figure 2. When with the same specificity, our 
predictor could reach sensitivity of more than 0.75, 
which is better than TargetScan. 

miRPredictor Implementation 

miRPredictor’s Web service has been implemented 
on internet http://bis.zju.edu.cn/mirpredictor/ (Figure 
5), free accessible to users. Its program can also be 
available for download.  

 

 
 

Figure 5. Screenshots and instructions of miRPredictor. 
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Discussion 

In our study, features were used to represent the 
miRNA-target interacting pairs, and different 
features indicate different aspects of mechanisms of 
miRNA-mRNA interaction. To learn more about this 
mechanism, we analyzed the features based on the 
ordered feature list output by feature evaluation 
process and the optimal feature set selected by 
feature selection process. 

The top two features in the list are both 
thermodynamic features. The most important 
feature is the free energy of the secondary structure 
formed by seed region of miRNA and the target site, 
while the second one is the free energy of the 
structure formed by the whole miRNA and the target 
site. It indicates that thermodynamic stability of the 
miRNA-target heteroduplex structure, especially the 
5’ part of miRNA, plays an important role in miRNA 
target recognition process. It is consistent with 
mechanisms provided by previous studies, and it is 
considered by a substantial part of miRNA target 
predictors which are based on thermodynamic 
analysis and seed region complementarity. In 
addition, the change of free energy of the mRNA 
secondary structure with the flanking sequences on 
each side after miRNA binding to is also selected to 
the optimal feature set with the rank of 17, which 
has been widely considered by previous predictors. 
In the K-S test, the free energy change of positive 
samples is significantly larger than that of negative 
ones (att_58 in Table 2) (its value is smaller in 
positive samples because it is a decrement). It also 
implies the effect of the flanking sequences of the 
direct target sites of miRNAs. These consistencies 
with previous studies support the basic view of 
miRNA-mRNA interacting mechanisms, that the 
thermodynamic characteristics play important roles 
in miRNA target recognition [6]. 

In the 60 features in the optimal feature set, 19 
of them are structural features, indicating structural 
features to be an adapt type of features for miRNA 
target prediction. Most of the selected features are 
for the direct target site. However, 4 of them are for 
5’ and 3’ flanking sequences of the target, and 1 of 
these 4 features (att_51 in Table 1 and Table 2, 
representing C:G match percentage in miRNAs with 
5’ flanking sequences of target sites) shows a 
significant difference between positive and negative 
samples, indicating the cooperation of the nearby 
miRNA target candidates [24].  

Position-based features were firstly introduced 
by miTarget

26
. They imitate the shape and 

mechanisms of pairing in different positions. As 
expected, for most of the positions in the seed 
region part of miRNA, at least one feature was 
selected. However, for some other parts of miRNAs, 
features were also selected, in particular the 
position 12 and 13 (att_98, att_99, att_101, att_102). 
These 4 features gained quite high ranks, and show 
significant difference between positive and negative 

samples in the K-S test. This result is consistent 
with what Grimson et al. discovered. 

There are 13 composition features selected to 
the optimal feature set. Some of them even got high 
ranks such as att_2 (U content in miRNA seed 
region), att_3 (C content in miRNA seed region), 
att_4 (G content in miRNA seed region) in Table 1. 
It indicates a specific nucleotide compositional 
pattern exists in the miRNA target sites. Interestingly, 
the C content seems to be very important, which is 
selected in all the 4 clusters of composition features. 
In K-S test, all these 4 features of C content show 
significant differences between positive and 
negative samples, inferring some unknown 
mechanisms of the regulatory process. 3 of the 4 
pattern-based features are selected. 

Interestingly, quite many features of the 5’ 
flanking sequences of miRNA target site are 
selected to the optimal feature set, while in contrast, 
the number of features of the 3’ flanking sequences 
is much smaller. This result shows that, in the 
process of miRNA binding and regulating, the 5’ 
flanking sequences of the direct target is much more 
important than the 3’ flanking sequences. This 
asymmetry is somewhat similar to miRNA, where 
the 5’ part is more important than the 3’ part. This is 
a blank in the research of miRNA targeting. We 
inferred the key point to be the function of RISC 
protein. As previous studies show, miRNA combines 
with RISC to form miRNP complex to regulate 
expression of the target genes. The 5’ flanking 
sequence of miRNA target in mRNA may play an 
important role in the combining with miRNP and 
activating it to regulate the expression of the target 
gene post-transcriptionally. 

4. Conclusions 

In this paper, we introduce a novel SVM predictor, 
miRPreditor, for miRNA target prediction, and have 
shown its reliability in different aspects. Feature 
evaluation and selection is used to optimize the 
classifier and have gained a better result. The 
mechanisms of miRNA recognition and binding 
process are also discussed based on the results of 
feature selection and statistical analysis. Our results 
are consistent with previous studies, while on the 
other hand some new characteristics are discovered. 

There are still some limitations, not only of our 
predictor, but also other computational methods for 
miRNA target prediction. The mechanism of miRNA 
function is not clear. The experimentally conformed 
data are deficient. Moreover, as our analysis 
indicates, the characteristics of miRNA function are 
species-specific. With more high-quality data 
covering more species, miRPredictor should gain a 
better result. Integrating results of different predictor 
together is also an effective way to improve 
accuracy of miRNA target prediction. 

accuracy of miRNA target prediction. 
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